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Introduction: Predicting PM10 concentration as a significant risk factor for 
anumber of pollution related diseases has been recently inevitable task for 
areas with high population density particularly for areas with no updating 
monitoring systems. This study aims to illustrate how PM10 concentration 
level can be predicted by the prior information of the air pollutants and the 
meteorologicalfactors in urban areas.
Materials and methods: The data we used are measured from four monitor-
ingstations in the city of Tehran between January 2012 and December 2014. 
We use the Auto-regressive group method of data handling (AR - GMDH) 
neuralnetwork approach which employees the prior stationary time series 
data setting.
Results: Our results demonstrate that PM10 concentration level for a specific 
dayis more likely to be predictable by sulfur dioxide (SO2) and nitrogen di-
oxide (NO2) than the carbon monoxide (CO) concentrations, and also show 
thatPM10 concentration is positively associated with precipitation and wind 
speedand with high temperature. The accuracy of the predicted values of the 
PM10 concentration is evaluated by inspecting the coefficient of determina-
tion, meansquared error, the square root of mean squared error, mean absolute 
deviation, and index of agreement. 
Conclusions: The AR - GMDH algorithm can be proposedin comparison 
with the chemical and physical approaches due to its accuracyand simplicity, 
and its cost efficiency.
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INTRODUCTION 

It is well known that urban air quality in many 
metropolitan cities is adversely affected by air 
pollutants such as particulate matter 10 ϻm or 
less in diameter (PM10), sulfur dioxide (SO2), 
nitrogen dioxide (NO2), and carbon monoxide 

(CO). According to the World Health Organi-
zation (WHO), air pollution is a main environ-
mental risk to human health and causes annually 
7 million premature deaths in the world [1, 2]. 
Among the air pollutionfactors listed, PM10 is an 
important factor in the analysis of air quality. This 
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may be because studies showed that particle pol-
lution exposure to a variety of health problems [3 
- 7]. Therefore, daily reporting of the PM10 con-
centration level for a city with high population 
density such as Tehran is very important. Tehran 
has 20 air quality monitoring stations. Among 
these, there are stations where their data may not 
be able to be reported during one or several days 
due to technical reasons. Thus, predicting PM10 
concentration level for citizens who live around 
these stations seems to be a vital task. Predicting 
PM10 concentration level in the atmosphere was 
always controversial subject, and often raises the 
question whether PM10 concentration level is as-
sociated with the other air pollutants, or it is also 
associated with the meteorological factors. While 
studies have not directly addressed the association 
between PM10 concentration and some other air 
pollutants and meteorological factors, some stud-
ies predicted the values of an air pollutant factor 
in Tehran, and also measured the air quality index 
and its temporal trend in Tehran [8 - 10]. Further, 
some studies investigated the influence of meteo-
rological conditions and atmospheric circulation 
types on the PM10 concentration, and also used a 
synoptic climatologically approach for geograph-
ical analysis to assess the SO2 concentrations [5, 
11]. As the major primary sources of PM10 inur-
ban areas are road traffic and chemical reactions 
such as atmospheric oxidation of SO2, NO2, CO, 
growing evidence indicates that SO2, NO2, CO 
seem to be associated with PM10 concentration. 
Further, due to the combination effects of differ-
ent factors such as meteorological, topographical, 
physical, and chemical factors [2, 5, 12, 13, 14], 
evidence indicates that meteorological variables 
such as temperature, precipitation, and wind 
speed are also seem to be associated with PM10 
concentration [3, 11, 15]. Investigating the asso-
ciation between the air pollution factors and the 
meteorological variables, studies often used the 
time series analysis and the graphical models due 
to the simplicity and the cost efficiency [8, 9, 16, 
17, 18, 19, 20, 21]. For instance, [9] performed 
the auto-regressive integrated moving average 
(ARIMA) model to predict SO2 in Tehran for the 

period of 2000 - 2005, and [9] used time series 
regression model to analyze air quality index in 
Tehran from the daily average data of the period 
of 2002 - 2012. The graphical multivariate time 
series model has also been employed to identi-
fy the inter - relationship between air pollutants 
such as SO2, NO2, and CO [16, 19]. Due to the 
ambiguous relationship between the air pollution 
factors with time series data setting, analyzing 
statistical models were extended to the neural net-
work model [22] developed two artificial neural 
network models to predict hourly average NO2, 
O3, CO and PM10 concentrations by considering 
different temporal averages of inputmeteorologi-
cal parameters [23] used a PCA- based artificial 
neural network modeling approach to predict 
the daily mean concentrationsof PM10 and PM2.5 
in Thessaloniki and Helsinki [24] developed 
various artificial neural network models for the 
Greater Athensarea for predicting hourly average 
PM10 concentration. [5] used a complex time se-
ries analysis of PM10 and PM2.5 for a coastalsite 
using artificial neural network modeling and k-
means clustering. [25] applied a neural network 
forecast for daily average PM10 concentrations in 
Belgium. [14] used a neural network and data-
pre-selection framework for accurately predict-
ing the concentrations of PM10 in the metropoli-
tan region of Lisbon, Portugal. This study aims 
to predict PM10 concentration level for a specific 
day through information of the SO2,NO2, CO, 
temperature, precipitation, and wind speed for 
areas with no updating monitoring station in the 
city of Tehran. We apply a new approachnamed 
auto-regressive group method of data handling 
(AR- GMDH) neural network which employees 
the prior stationary time series information of the 
PM10 concentration and uses the prior informa-
tion of the air pollutants and the meteorological 
factors listed. We used the data were measured 
from fourmonitoring stations between January 
2012 and December 2014. Specifically,we seek 
to explore the following research questions: (1) 
What are the differences in the daily average of 
the PM10 concentration between the four consid-
eredmonitoring stations to figure out an exceed-
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ance of federal PM10 (t) standards( > 150 μ/m3 ) ? 
(2) How the average of PM10 (t) concentration for 
a specific dayt can be predicted by values of SO2, 
NO2, CO, temperature, precipitation,and wind 
speed by using the AR- GMDH algorithm ? (3) 
How accurate is the predicted values of the PM10 
concentration? in the city of Tehran.

MATERIALS AND METHODS 

Study areas
Our study area is city of Tehran situated in the 
northern center of Iran. Tehran is Iran’s capital 
city and is the most populated city of Iran with 
an estimated population of 8.7 million. Tehran is 
amongst a few capitals of the world, that is not 
located around a river or even close to the sea, 
and mountains surround the city from the north 
and east. Tehran is divided into 22 municipal re-
gions and it has 20 air pollution monitoring sta-
tions. Due to differences between these regions, 
we considered four monitoring stations were lo-
cated in the north,west, east, and south areas of 
Tehran which respectively numbered by 1, 5, 8, 
and 20 municipal regions with different levels of 
air pollution. Monitoring data used in this study 
were obtained from Tehran air quality database 
maintained by Tehran AQCC (Air Quality Con-
trol Company). The daily average concentrations 
of PM10, SO2, NO2, CO, and also daily average 
temperature, total daily precipitation, and daily 
average wind speed in knots were measured from 
all monitoring stations between January 2012 
and December 2014. During this period, the an-
nual mean temperature was 18.2 ◦C and the high-
est and the lowest temperatures were 42.6 ◦C in 
Summer and -3.2 ◦C in Winter. The annual mean 
precipitation was about 231 mm; and the annual 
mean wind speed was 5.9 in Knots [8 - 10]. Note 
that, the meteorological monitoring stations are 
located in the same municipal regions of the four 
air pollutant monitoringstations.

Data setting
Our data were measured from four monitoring 
stations located in the north, east, west, and south 

areas of Tehran between January 2012 and De-
cember 2014. Statistical time series method is 
often established based on the assumption that 
the time series can be rendered weakly stationary 
(mean, variance, and auto- correlation of a time 
series to be constant over the time t ). Therefore, 
we need to examine whether our time series data 
is weakly stationary or not. By plotting the origi-
nal data, we observed that our data in four areas 
have clear seasonal patterns (variations in annual 
cycle of about 365 days). This means our data is 
potentially non- station in the variance. To make 
our data weakly stationary, we carried out two 
operations. First, we adopted the Box-Cox trans-
formation by taking the natural logarithm of the 
data [26]. We then deseasonalized our data after 
taking the natural logarithm [27]. After deseason-
alization, there was no evidence of non- station-
ary in data by observing the plots of auto- corre-
lation (correlation of a variable between a given 
time tand a lagged version of itself) function. We 
called our weakly stationary dataset to smoothed 
data. Fig. 1 shows the smoothed daily average 
of PM10, SO2, NO2, and CO concentrations mea-
sured from four considered monitoringstations 
between January 2012 and December 2014. We 
began by performinga linear time series regres-
sion model to figure out how daily average PM10 
(t) concentration at day t is explained by SO2, 
NO2, CO, temperature, precipitation, and wind 
speed both at the same day t and at the previous 
day t − 1. The coefficient of determination of the 
fitted time series regression model wassmall (R2 

= 0.08), and a nonrandom pattern for the residu-
als was observed. This indicates that nonlinear 
relationships between these factors may be re-
quired. Further, we found that PM10 (t) on day t 
is likely more associated withthe listed factors on 
the previous day t − 1 than on the present day 
t for all fourmonitoring stations. Due to nonlin-
earity of the relationships between PM10 and the 
listed factors, we used the Group method of data 
handling (GMDH) neural network algorithm [28, 
29]. GMDH is a family of inductive algorithmfor 
analyzing multi-parametric datasets. This algo-
rithm gives possibility tofind automatically in-
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terrelations between several factors to select an 
optimalstructure of the relationship. We describe 
the basic features of the GMDH neural network 
algorithm in next section.

Group method of data handling (GMDH)
The GMDH neural network is in fact a model to 
estimate a high-order polynomial which relates 
the input vector x = [x1, x2, ..., xm] to the output 
variable y [29, 30]. The form of this model is gen-
erally as follows, Eq. (1): 

(1)

Where coefficients a, bi, cij , dijk, ... are the param-
eters of the model (1). Thetraining process of the 
GMDH algorithm consists of the three following 
steps:
Step 1: For m features, there will be sets consisting 
of two features. For these  sets, the least squares 
polynomial, which best fits the observations,will 
be calculated. The form of this polynomial is in-
dicated as follows, Eq. (2):

    (2)

Where xi and xj are the features that the polyno-
mial is estimated upon, by isthe estimated output, 
and thecoefficients A, B, C, D, E, F are the pa-
rametersof the polynomial (2). In sum, polyno-
mials should be estimated. Then, thepolynomials 
are evaluated at the n input data points, and the 
results wouldbe stored in matrix Z = . It can be 
seen that the input data Xn×m is transformed into 
Z. The goal of this step is to select a set of new 
features (columns of matrix Z) that best estimates 
the output variable y. 
Step 2: In this step, the features from the matrix Z 
that are not effective will be reduced. First, vector 
d = [d1, d2,..., )] is formed from the least square 
errors ofeach column of Z which is shown in Eq. 
(3). Then, only the column of Z where it’s corre-
sponding least square error is lower than the pre-
determinedvalue k would be selected.
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(4)

Where j =1,2,…,
Step 3: In this step, the convergence of the model 
will be tested. In each iteration, steps 1 and 2 are 
repeated and the value dmin in Eq. (4), is com-
puted. If dmin of the current iteration is greater 
than the dmin obtained from the previous iteration, 
the procedure will be stopped, and the modeling 
the previous step is assumed to be the best fitted 
model. It is commonto plot the values of dmin of 
all the iterations to make a curve. Although the 
GMDH algorithm does not theoretically prove 
that the dmin curve has a single minimum value, 
the experimental results indicate that the single 
minimum value of dmin will always be achieved 
[11].

RESULTS AND DISCUSSION 

The daily average of PM10 (t), SO2 (t), NO2 (t), 
and CO (t) concentration values plotted in Fig. 1 
reveal that there is a nonlinear oscillating charac-
teristicsin all four considered monitoring stations 
between January 2012 and December 2014. We 
also observed from Fig. 1 that the higher values 
of PM10 (t) concentration occurred during Win-
ter and Summer months and lower ones occurred 
during Autumn and Spring months. Further, the 
distribution of the daily average of PM10 (t), SO2 
(t), NO2 (t), and CO (t) concentration values from 
four monitoring stations are summarized in Table 
1. 
Table 1 shows that the highest values of PM10 (t), 
SO2 (t) and NO2 (t) occurred in east area, and the 
lowest values occurred in west area. This implies 
that the high and lowvalues of PM10 occurred in 
areas with high and low values of SO2 and NO2. 
This suggests that PM10 concentration is strongly 
associated with SO2, and NO2. The highest val-
ue of CO (t) occurred in south area, and also the 
CO (t) concentration in east area is higher than 
the north and west areas. This may suggest that 



99

http://japh.tums.ac.ir

Journal of Air Pollution and Health (Spring 2017); 2(2): 95-108

Fig. 1. Daily average of PM10, SO2, NO2, and CO concentrations measured from the four monitoring stations located in 
the north, west, east, and south areas of Tehran between January 2012 and December 2014 after smoothing. Note that the 

dotted lines show the data after taking the logarithm, and the solid lines show the data after the deseasonalization.
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PM10 concentration is associated with CO con-
centration. Moreover, our datashowed that 8.2 %, 
6.8 %, 5.9 %, and 5.6 % of days (24 - average) 
occurred an exceedance of federal PM10 (t) stan-
dards ( > 150 μ/m3) between January 2012 and 
December 2014 at east, south, north, and west 
areas respectively. In time series regression anal-
ysis, we found also that precipitation and wind 
speed were positively associated with PM10 con-
centration. However, high PM10 concentration 

values were observed at the high temperature 
(temperature more than 34 ◦C) days. To answer 
the question whether PM10 (t) concentration at 
day t can be predicted by SO2 (t − 1), NO2 (t − 
1), CO (t − 1), temperature (t - 1), precipitation 
(t - 1), and wind speed (t - 1) at the previous day 
t − 1, we performed the GMDH neural network. 
In this algorithm, we considered PM10 (t) concen-
tration at day t as output and SO2 (t − 1), NO2 (t 
− 1), CO (t − 1), temperature (t - 1), precipitation 
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RESULTS AND DISCUSSION  
 
The daily average of PM10 (t), SO2 (t), NO2 (t), and CO (t) concentration values plotted in Fig. 1 
reveal that there is a nonlinear oscillating characteristicsin all four considered monitoring stations 
between January 2012 and December 2014. We also observed from Fig. 1 that the higher values 
of PM10 (t) concentration occurred during Winter and Summer months and lower ones occurred 
during Autumn and Spring months. Further, the distribution of the daily average of PM10 (t), SO2 

(t), NO2 (t), and CO (t) concentration values from four monitoring stations are summarized in 
Table 1.  
 
 

Table 1. Distribution of the daily average of PM10, SO2, NO2, and CO concentrations 
measured at the north, west, east, and south monitoring stations in Tehran between 

January 2012 and December 2014. 
Air pollutants Station Min Max Mean SD 

PM10 

North 8 354 50.5 34 
West 6 434 55.6 37.4 
East 7 416 77.1 45 

South 7 590 67.1 45 

SO2 

North 5 347 40.5 35.9 
West 4 413 46 36.8 
East 4 491 58.7 58.9 

South 6 479 35 40.5 

NO2 

North 5 214 30 22.2 
West 3 191 39 24.5 
East 4 322 43 26 

South 2 193 40 24.7 

CO 

North 0.8 203 17 24.2 
West 0.8 227 15 22.7 
East 0.8 210 19 26.2 

South 0.9 329 22 41.9 
 

 
 
 
 
 
 
 
 

Table 1. Distribution of the daily average of PM10, SO2, NO2, and CO concentrations measured at the north, west, 
east, and south monitoring stations in Tehran between January 2012 and December 2014.

(t - 1), and wind speed (t - 1) at the previous day 
t − 1 as inputs. By this algorithm, the data set is 
divided into the training andthe test sets in order 
to examine the performance of the GMDH algo-
rithm on unseen data. The training set contains 
70 % of the original data and the test set contains 
30 % of the original data. Finally, the prediction 
values of PM10 (t) (outputs) are generated. The 
four columns of the left hand side of Fig. 3 shows 
the predicted and the observed values of the daily 
average of PM10 concentration obtained by the 
GMDH algorithm for the north, west, east, and-
south areas respectively. The deviation between 
the predicted and the observedvalues on the left 
hand side of Fig. 3 yields that PM10 (t) concentra-
tion at day t can not accurately be predicted by 
SO2 (t − 1), NO2 (t − 1), CO (t −1),temperature 
(t - 1), precipitation (t - 1), and wind speed (t - 1) 
at the previous day t − 1. To improve our algo-
rithm, we focused on the additional significantin-
puts. Through auto-correlation analysis, we have 
found that the PM10 (t − 1) and PM10 (t − 2) val-
ues may be two significant inputs. To determine 

the association between PM10 (t) and PM10 (t − 1), 
and PM10 (t − 2), we plotted the auto- correlation 
function (ACF) and the partial auto- correlation 
function (PACF) of PM10 (t) against lags k=1, 
2,..., 20. The resulting correlograms of PM10 (t) 
of all four monitoring stations are shown in Fig. 
2. We observedfrom Fig. 2 that ACF are signifi-
cant up to lag 20, while PACF are significant only 
at the first lag. This suggests that PM10 (t) is an 
Auto-regressiveprocess of order 1 (abbreviated 
to AR (1)), that is PM10 (t) is strongly associated 
with PM10 (t − 1). Note that the horizontal solid 
line indicates twoconfidence limits for the ACF 
and PACF in Fig. 2.We then performed againthe 
GMDH algorithm where PM10 (t − 1), SO2 (t − 
1), NO2 (t − 1), CO (t − 1), temperature (t - 1), 
precipitation (t - 1), and wind speed (t - 1) are 
considered astime series inputs and PM10 (t) as a 
time series output. Therefore, the GMD Halgo-
rithm is in fact improved by the Auto- regressive 
GMDH (AR-GMDH) algorithm. The term Auto- 
regressive (AR) on the GMDH is used to de-
scribe theparadigm that brings together a number 
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of time series variables to provide theoutput and 
the inputs variables. In order to compare the ob-
served values withthe predicted values obtained 
by the GMDH and AR- GMDH algorithms, we 

compare the observed values withthe predicted values obtained by the GMDH and AR- GMDH 
algorithms, we calculated the coefficient of determination (R2), mean squared error (MSE), root- 
mean squared error (RMSE), mean absolute deviation (MAD), and index of agreement (IA). The 
listed statistical criterions are defined as follows, 
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Fig.2. Correlograms of auto- correlations and partial auto- correlations of the smoothed daily average of PM10 concentra-
tion measured at the north, west, east, and south monitoring stations of Tehran between January 2012 and December 2014.

calculated the coefficient of determination (R2), 
mean squared error (MSE), root- mean squared 
error (RMSE), mean absolute deviation (MAD), 
and index of agreement (IA). The listed statistical 
criterions are defined as follows,

 (5)

 (6)

 (7)

 (8)

 

 (9)
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Table 2. The values of the statistical criterions of the train and the test sets obtained by the AR-GMDH and the GMDH neural 
networks for the north, west, east, and south monitoring stations of Tehran between January 2012 and December 2014.

Table 2. The values of the statistical criterions of the train and the test sets obtained by the AR-GMDH 
and the GMDH neural networks for the north, west, east, and south monitoring stations of Tehran 
between January 2012 and December 2014. 

Model Station Statistic R2 RMSE MSE MAD IA 

GMDH 

North Train 0.095 0.372 0.139 0.273 0.373 
Test 0.077 0.375 0.141 0.276 0.372 

West Train 0.120 0.298 0.089 0.239 0.426 
Test 0.098 0.301 0.091 0.242 0.413 

East Train 0.145 0.409 0.168 0.301 0.466 
Test 0.134 0.412 0.171 0.304 0.460 

South Train 0.066 0.519 0.270 0.404 0.306 
Test 0.044 0.524 0.276 0.409 0.302 

AR-GMDH 

North Train 0.949 0.087 0.008 0.066 0.987 
Test 0.947 0.089 0.008 0.067 0.986 

West Train 0.935 0.080 0.006 0.061 0.983 
Test 0.933 0.082 0.007 0.062 0.983 

East Train 0.954 0.094 0.009 0.071 0.988 
Test 0.953 0.095 0.009 0.072 0.988 

South Train 0.967 0.096 0.009 0.074 0.992 
Test 0.966 0.097 0.010 0.074 0.991 

 
 
The results are summarized in Table 2 and plotted in the four columns ofthe right hand side of 
Fig. 3 and the scatter plots of two algorithms performance on the train and the test data sets 
based on the predicted and theobserved correlation of the daily average of PM10 concentration 
for north, west, east, and south areas in Fig. 4. Table 2 shows that the AR- GMD Halgorithm is 
performing better than the GMDH algorithm in all monitoringstations by calculating MSE, 
RMSE, MAD, and IA values. The four columnsof the right hand side of Figure 3 also shows that 
there is a very good agreement between the predicted and the observed values of PM10 
concentrationobtained by the AR- GMDH model in all stations. That is, we see that thepredicted 
values estimated from the AR-GMDH algorithm have been able toidentify the observed values 
of PM10 (t) on each day t in all four stations,while there is a big difference between the predicted 
values estimated fromthe GMDH algorithm and the observed values of PM10 (t) on each day t in 
all four stations. Moreover, we plotted the predicted values versus the observedvalues for each 
data sample in the training and test sets in Fig. 4 to comparetwo algorithms performance. In this 
way, the better algorithm is the one with points closer to the ideal observed = predicted line. We 
regressed the predictedvalues on the observed values to estimate the regression line. Then, we 
compared the regression line to the ideal observed = predicted line. This process isperformed for 
all monitoring stations and the results are depicted in scatterplot (Fig. 4). It can be seen that the 
regression line between the observedand predicted values of the AR- GMDH algorithm is 
considerably closer to theideal observed = predicted line for both the training and test sets, 
comparedto the GMDH algorithm. For instance, the correlation between the observedand 
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Fig.2. Correlograms of auto- correlations and partial auto- correlations of the smoothed daily average of PM10 concentra-
tion measured at the north, west, east, and south monitoring stations of Tehran between January 2012 and December 2014.

The results are summarized in Table 2 and plot-
ted in the four columns ofthe right hand side of 
Fig. 3 and the scatter plots of two algorithms 
performance on the train and the test data sets 
based on the predicted and theobserved correla-

tion of the daily average of PM10 concentration 
for north, west, east, and south areas in Fig. 4. 
Table 2 shows that the AR- GMD Halgorithm 
is performing better than the GMDH algorithm 
in all monitoringstations by calculating MSE, 
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Fig. 3. The predicted and the observed values of daily average of PM10 concentration obtained by the AR-GMDH model 
and the GMDH model for the north, west, east, and south monitoring stations in Tehran between January 2012 and De-

cember 2014.
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RMSE, MAD, and IA values. The four column-
sof the right hand side of Figure 3 also shows that 
there is a very good agreement between the pre-
dicted and the observed values of PM10 concen-
trationobtained by the AR- GMDH model in all 
stations. That is, we see that thepredicted values 
estimated from the AR-GMDH algorithm have 
been able toidentify the observed values of PM10 
(t) on each day t in all four stations,while there 
is a big difference between the predicted values 
estimated fromthe GMDH algorithm and the ob-
served values of PM10 (t) on each day t in all four 
stations. Moreover, we plotted the predicted val-
ues versus the observedvalues for each data sam-
ple in the training and test sets in Fig. 4 to com-
paretwo algorithms performance. In this way, the 
better algorithm is the one with points closer to 
the ideal observed = predicted line. We regressed 
the predictedvalues on the observed values to es-
timate the regression line. Then, we compared the 
regression line to the ideal observed = predicted 
line. This process isperformed for all monitoring 
stations and the results are depicted in scatterplot 
(Fig. 4). It can be seen that the regression line 
between the observedand predicted values of the 
AR- GMDH algorithm is considerably closer to 
theideal observed = predicted line for both the 
training and test sets, comparedto the GMDH 
algorithm. For instance, the correlation between 
the observedand predicted values estimated by 
the GMDH algorithm for the test set inthe south 
station is 0.25, while this corresponding cor-
relation obtained by the AR- GMDH algorithm 
is 0.98. Likewise, the correlation between the 
observedand predicted values estimated by the 
GMDH algorithm for the test set inthe west sta-
tion is 0.34, while this corresponding correlation 
obtained by the AR- GMDH algorithm is 0.96. 
Note that the high concentration of NO2 and CO 
is observed in the south and weststations respec-
tively. The latter results can also be confirmed by 
observing the R2 and IA values in Table 2.

CONCLUSIONS 

Predicting the daily level of the PM10 concentra-
tion is the most important goalin urban air quality 

in some high populated city such as Tehran. Be-
cause it is a significant risk factor for a number of 
pollution related diseases. Modern and high qual-
ity monitoring systems in urban areas often allow 
predicting the daily PM10 concentration level. 
During the recent years some monitoring station-
sin Tehran have not been updated for some rea-
sons and citizens have not been informed about 
the PM10 concentration level for one or several 
days. Therefore in this situation, predicting PM10 
concentration level by a certain neural network 
approach seems to be necessary. For doing so, 
we first attempted to answer the question whether 
PM10 concentration is associated with other air 
pollutant and meteorological factors in consid-
ered areas, or not. We found by a primary time se-
ries analysis that not only PM10 is strongly associ-
ated with three pollutant factors (SO2, NO2, CO), 
and also it is associated with three meteorological 
variables such as temperature, precipitation, wind 
speed based on the data measured from four mon-
itoring stations (north, east, west,and south ar-
eas). The positive correlation between PM10 and 
other gaseouspollutants like SO2 and NO2 may in 
fact come from the contribution of the formation 
of fine sulfate and nitrate particles as part of the 
PM10 concentration in the atmosphere. Our find-
ings showed also that PM10 is more likely tobe as-
sociated with SO2 (pollutants related to road traf-
fic emissions) than NO2 and CO, which has also 
been observed in the time series analysis. This is 
maybe because four big passenger terminals are 
located at 13, 6, 5, and 16 municipal regions in 
which the east monitoring station is located at 13 
and is nearto the 6 municipal regions. The west 
monitoring station is located at 5 municipal re-
gion but a bit far from the terminal location, and 
the north monitoringstation is located at the 20 
municipal region which is near to the 5 municipal 
region These implied that the east area was more 
likely to have heavy traffic than the south and the 
west areas. We found also that PM10 concentra-
tion for a specific day is also strongly associat-
ed with PM10 concentration in the previous day. 
Further, apart from the air pollutant variables, 
the most significant meteorological variables in 
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predicting PM10 (t) were the high temperatureval-
ues, and the precipitation and wind speed values 
[7, 25]. On the ground of controversial problems 
such as the optimal input variables and the com-
plexityof their nonlinear interaction pattern, we 

Fig. 4. Scatter plots of model performance on the train and the test data sets of the AR- GMDH model and the GMDH 
model based on the predicted and the observed correlation of the daily average of PM10 concentration at the north, west, 

east, and south monitoring stations of Tehran between January 2012 and December 2014.

chose the GMDH neural networkalgorithm to 
predict PM10 concentration for our study areas. 
The GMDH algorithm was applied in fact for 
prediction by training the network to output the 
next day value of PM10 (t) concentration in terms 
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of the considered air pollutants and the meteoro-
logical variables on the present day values. Whi-
lethe GMDH model ignores the prior information 
of the PM10 concentrations (PM10 (t − 1) on the 
present day), the AR- GMDH model showed that 
it canbe trained to approximate highly nonlinear 
function when PM10 (t − 1) concentration on the 
present day is included in the algorithm. We also 
found thatadding time lags superior to present 
day, i.e. day t − 2, does not provide relevant ad-
ditional information. Therefore, only the present 
day time lag for bothair pollutants and meteoro-
logical variables were taken into account in the 
AR- GMDH algorithm. Although we made time 
series data weakly stationary, ouranalysis gives 
evidence that the AR- GMDH algorithm is even 
better at picking up peak SO2 (t − 1), NO2 (t − 
1), and CO (t − 1) compared to the GMDH algo-
rithm. Moreover, the NO2 (t − 1) and CO (t − 1) 
in some stations had aneffective role in predicting 
PM10 (t). This may be due to road traffic influ-
ence, as road traffic behaves as a local source of 
PM10 (t). The latter results were also observed in 
[13, 14]. The results of this study also reveal that 
more insightinto such predicted values can be 
obtained through studying the nonlinear relation-
ship of the three listed meteorological variables. 
Because we observed that excluding precipita-
tion and wind speed, the AR-GMDH algorithm 
wasnot able to best fit the prediction of PM10 (t) 
concentration in all monitoringstations. Note also 
that, the coefficient of determination R2 as abso-
lute fraction of variance indicates the proportion 
of the variance in the output variablethat is pre-
dictable from the input variables. A disadvantage 
of the R2 is thedifferences between observed and 
predicted are calculated as square values.Then, 
sometimes larger values in the time series data 
can be over estimated whereas smaller values are 
neglected. This insensitivity was overcome using 
the Willmott’s IA [30]. 
As a result, our findings demonstrate that incor-
porating the prior information of the PM10 con-
centration, ambient air pollutants,and the me-
teorological variables, the AR- GMDH neural 
network is the best fitted algorithm for predicting 

PM10 concentration in time series data setting. 
Therefore, the AR- GMDH neural network can 
be proposed in predicting of PM10 concentration 
due to its simplicity and in view of its cost effi-
ciency, particularly for a country where air qual-
ity management is carried out on alimited bud-
get. The limitation of this study was excluding 
the informationregarding atmospheric stability 
and circulation, which are important factors for 
the accumulation of PM10 concentration [12, 14, 
15, 25].
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